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1. Automatic Routing Runs
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 Submission to TREC Common Core 2017 
by Grossman and Cormack

 WCRobust04 and WCRobust0405
rank New York Times Annotated Corpus

 (Automatic) routing runs
Derive ranking profile from one test collection and use it to 
rank documents from another collection.
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 (Automatic) routing runs
Derive ranking profile from one test collection and use it to 
rank documents from another collection.
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Routing profile Test 
collection II

Ranking



 Ranking profile is implemented 
as logistic regression classifier

 Training data fetched from Robust04/05 corpora
 Numerical representation with tfidf-weights

 Class assignment with binarized relevance judgments

 Documents are scored by their likelihood of being relevant
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 No explicit query 
(in contrast to conventional ad hoc rankings)

 Topic-wise training of classifiers

 10,000 first documents form ranking for a single topic

6

Automatic Routing Runs



2. Approach & Implementation
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 Replicability

New York Times Annotated Corpus

 Reproducibility

TREC Washington Post Corpus
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Approach & Implementation

Task Run Corpus Training data

Replicability WCRobust04 New York Times 
Annotated Corpus

Robust04

WCRobust0405 Robust04/05

Reproducibility WCRobust04 TREC 
Washington Post 
Corpus

Robust04

WCRobust0405 Robust04/05



 Implementation based on Python3

 scikit-learn: TfidfVectorizer, LogisticRegression classifier

 Training data: SVMlight format
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Approach & Implementation

Text preprocessing
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Approach & Implementation

Derive tfidf-weights
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Approach & Implementation

Derive corpus feature
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Approach & Implementation

Prepare training data
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Approach & Implementation

Train & predict



3. Experimental Results
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 Relevance transfer across different corpora combinations
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 Relevance transfer across different corpora combinations
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Experimental results

Using Robust corpora as training data for NYT yields best results 
(but consider different number of topics).
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 Feature augmentation for different corpora combinations
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 Feature augmentation for different corpora combinations
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Experimental results

Little or no difference when including vocabulary 
of the test collection to the training data
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Experimental results

 Replicated and reproduced outcomes

WCRobust04 WCRobust0405
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4. Obscurities & Future Work
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 Description in original paper is approx. one paragraph long!

 No information about:
 Text pre-processing

 Other hidden details…

 Formula of tfidf weights?

 WCRobust0405: 
Training data for some topics 
is not available.
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Experimental results

 Missing topics for WCRobust0405?



 Investigate on time dependency of news test collection:
 Robust corpora: 1989 - 2000

 New York Times Annotated Corpus: 1987 – 2007

 TREC Washington Post Corpus: 2012 - 2017

 Other classification models:
 SVMlight compatible implementations should be easy to integrate.
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5. Open-Source IR Replicability Challenge 
(OSIRRC) at SIGIR 2019
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 Workshop dedicated to the 
replicability of ad hoc retrieval experiments

 Docker-based framework

 Encapsulation of retrieval systems and models 
in Docker images

 Contribution of IRC-CENTRE2019 
to image library
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 Routing runs as proposed by Grossman and Cormack are
replicable (in terms of P@10)

 Reproduced runs result in lower evaluation measures 
compared to replicated runs

 Future directive for reproducibility study:
„Archive“ implementation with the help of Docker
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Results



Thank you for your attention!

Many thanks to the organizers of CENTRE
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